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Abstract—We present an empiricially robust vision-based nav-
igation system for under-canopy agricultural robots using se-
mantic keypoints. Autonomous under-canopy navigation is chal-
lenging due to the tight spacing between the crop rows (∼ 0.75
m), degradation in RTK-GPS accuracy due to multipath error,
and noise in LiDAR measurements from the excessive clutter.
Earlier work called CropFollow addressed these challenges by
proposing a learning-based visual navigation system with end-
to-end perception. However, this approach has the following
limitations: Lack of interpretable representation, and Sensitivity
to outlier predictions during occlusion due to lack of a confidence
measure. Our system, CropFollow++, introduces modular percep-
tion architecture with a learned semantic keypoint representation.
This learned representation is more modular, and more inter-
pretable than CropFollow, and provides a confidence measure
to detect occlusions. CropFollow++ significantly outperformed
CropFollow in terms of the number of collisions (13 vs. 33) in
field tests spanning ∼ 1.9km each in challenging late-season fields
with significant occlusions. We also deployed CropFollow++ in
multiple under-canopy cover crop planting robots on a large scale
(25 km in total) in various field conditions and we discuss the
key lessons learned from this.

I. INTRODUCTION

Agricultural production faces major challenges due to
rising costs and reduced supply of farm labor coupled with
strong environmental concerns due to overuse of farm chemi-
cals. Autonomous under-canopy robots have great potential to
address these challenges by enabling plant-level monitoring
and care. In particular, under-canopy robots that traverse the
tight space between rows of crops (∼ 0.75 m) can enable
various applications like high throughput phenotyping and
crop monitoring, cover crop planting, precise weeding and
spraying throughout the growing season which is not pos-
sible with over the canopy systems like tractors and drones
[35, 36, 37, 38, 54, 45, 40]. A major bottleneck in deploying
under-canopy robots in farms is the lack of robust, low-
cost autonomous navigation solutions for these challenging
environments.

Tractors and drones primarily depend on precise positioning
from RTK-GPS for navigation in farms. RTK-GPS accuracy
degrades due to multi-path errors under the plant canopy,
even with an expensive RTK correction service subscrip-
tion. LiDAR sensors are expensive and suffer from noise in
measurements due to excessive clutter in these environments
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Fig. 1: CropFollow++ is a vision-based navigation system for
under-canopy agricultural robots. It uses a neural network to
predict the keypoints representing the crop rows from an RGB
image and traverses the gap between the crop rows.

[24, 56, 49]. The lack of semantic information to distinguish
the crop of interest from weeds or other objects limits LiDAR
capabilities for this problem. Cameras offer rich information
about the scene and are far lower in cost, and hence are
a better alternative [49, 69]. Prior works in vision-based
agricultural row following were primarily focused on using
classical computer vision methods from the over-the-canopy
views of tractors. In such a viewpoint, multiple crop rows
are visible in the field of view of the camera as equispaced
parallel lines making it easier to detect and follow the row.
On the contrary, from the under-canopy viewpoint, the two
crop rows corresponding to the lane in which the robot is
present are visible, with some background of remaining crop
rows, and their structure is occluded significantly by the corn
leaves as well as weeds and crop residue present in the
scene. In addition, there is significant variation in lighting,
the appearance of crops and the soil surface throughout the
growing season as well as across various farms with changes
in management practices and this makes it challenging to use
classical computer vision techniques for this problem.

Deep learning methods have shown impressive capabilities
in learning robust features for various computer vision tasks



in diverse domains. The question is, for our goal of robust
navigation under the plant canopy, what is the appropriate
objective for which the deep learning model should be trained?
In the similar task of lane following in autonomous driving,
learning has been applied for three different task objectives:
1) Mediated perception refers to using learning to detect or
segment semantic objects in the image, 2) Direct affordance
prediction refers to directly estimating the states of the robot
and the environment necessary to follow the lane without
explicitly detecting or segmenting objects in the image, and
3) End-to-end control with imitation learning which refers to
training a network to directly output the control commands
from an input image.

Unlike autonomous driving in which large amounts of ex-
pert driving data of humans are available, no large-scale expert
data for under-canopy navigation exists to train an end-to-end
control. It is because human demonstration data for this task
tend to be suboptimal since humans find it challenging to keep
the robot perfectly in the middle of the lane under the canopy
due to frequent occlusions. Also, end-to-end deep learning
architectures are not desired in real-world systems deployed
on a large scale because of the lack of interpretability during
failures. [49] collected and annotated a large under-canopy
dataset with vanishing lines and used it to calculate the state
of the robot relative to the crop rows. The dataset was used to
train a convolutional neural network to predict these states and
they demonstrated significantly better navigation performance
than LiDAR baseline in rigorous field experiments. Note that
all these experiments were performed on the same robot.
This direct affordance prediction approach called CropFollow,
though more modular than end-to-end control prediction, is
less interpretable and flexible than mediated perception. Also,
the network directly predicts only point estimates without
any measure of uncertainty in predictions which affects the
navigation performance in challenging scenarios with frequent
occlusions. Typically, mediated perception approaches for
agricultural row following focus on either detecting the crop
row lines or segmenting the traversable triangular area in the
field of view. However, these approaches require additional
heuristics to extract the actual crop row lines from the noisy
predictions.

In this paper, inspired by the object pose estimation problem
in robot manipulation tasks [55], we propose to use semantic
keypoints as a representation for the under-canopy navigation
problem. Since crop rows are usually planted in equispaced
and parallel straight lines and only one lane is visible in the
camera’s field of view under the plant canopy, we can param-
eterize the traversable area by the three semantic keypoints
representing the vertices of the triangle formed by the two
crop row lines and the bottom of the image - 1) Vanishing
point of the crop row lines 2) Intercept of the left crop
row line with the bottom of the image 3) Intercept of the
right crop line with the bottom of the image. We calculate
the robot state from the predicted keypoints using the robot-
specific camera intrinsic and roll angle estimation from IMU
followed by a model predictive controller that computes the

linear and angular velocity to be applied to track the reference
path. Since the output of the convolutional neural network
are heatmaps representing a distribution for each keypoint, we
use the variance of the vanishing point heatmap to define a
confidence threshold which enables us to detect occlusion of
cameras and improve navigation performance. In real-world
controlled field tests of ∼ 1.9 km, we show our semantic
keypoint approach CropFollow++ results in significantly fewer
collisions than CropFollow (13 vs. 33) [49].

We deployed this semantic keypoint perception system in
large-scale on under-canopy robots developed for a novel
application: Cover crop planting. Cover crops are planted to
cover the soil during winter and provide various environ-
mental benefits like prevention of soil erosion and nutrient
loss, suppression of weed growth, and carbon sequestration.
Under-canopy cover crop planting robots can enable planting
cover crops earlier in the season at a lesser cost. Moreover,
the techniques presented here can be used on under-canopy
equipment pulled by high-clearance tractors. Our semantic
keypoint perception system was deployed in various field
conditions on multiple cover crop planting robots for 25 km.

Our main contribution is the largest, empirically robust
demonstration of autonomous under-canopy navigation using
a novel perception system based on semantic keypoints and
the discussion on various failure modes observed and valuable
lessons learned from this deployment.

II. RELATED WORK

Recent studies in agricultural robotics have shown sig-
nificant advancements in autonomous row-following. This
specific task involves directing a robot between crop rows,
typically for activities like weeding, harvesting, or data col-
lection [12, 57, 54, 51]. The state-of-the-art techniques in
this area have emerged through the combination of develop-
ments in robotics, computer vision, and artificial intelligence.
However, much of the prior research has focused on over-
the-canopy scenarios [5, 17, 26, 64, 66] or relatively less
complex orchard navigation [1, 7, 46, 53], with only a few
studies [56, 19, 63, 22, 15] addressing the more challenging
under-canopy situations. Additional notable studies, such as
[59, 6, 2], and [9] tackle orchard and over-canopy navigation.
However, the exploration of under-canopy navigation remains
relatively underrepresented in the field. Navigating below the
canopy is a more intricate task due to several factors such
as variable lighting conditions, the presence of obstacles at
ground level, and the complex visual environment created by
the foliage. These conditions necessitate more sophisticated
sensing technologies and algorithms than the aforementioned
methodologies.

Previous work utilizes various sets of sophisticated sensors.
Methods employing LiDARs [34, 67, 24, 56, 19], ultrasonic
[13], and infrared sensors [60, 62] may offer robust solu-
tions against varying lighting conditions [3]. Such feature is
essential for navigation beneath the canopy where lighting
can greatly fluctuate [28]. In addition, these methods are
comparatively simpler in computational demands. However,



Fig. 2: CropFollow++ overview. The camera RGB image is used as input to our neural network model that predicts keypoints
to locate the crop rows. The keypoints are used to create a trajectory that is used as the reference for an MPC to navigate the
robot.

sensors like LiDAR and SONAR are limited in their ability
to extract semantic information [44, 18, 20]. Furthermore, the
substantial cost of LiDAR sensors is a significant constraint on
their widespread use in robotics applications [52]. Moreover,
the effectiveness of such devices may be compromised due to
their susceptibility to environmental elements like mud, dust,
and the thickness of foliage, which can impact the precision
of the sensors [47, 31].

Techniques based on GPS, particularly those enhanced with
Real-Time Kinematic (RTK) positioning [65, 8, 24, 27], offer
high accuracy. This technology is especially useful in large
fields where precision in long-range navigation is crucial.
However, the effectiveness of GPS/RTK systems is hindered
by their reliance on satellite signals, which can be obstructed
in under-canopy environments or by various external factors
[43, 24]. Moreover, these systems can be costly and might not
offer the required resolution for detailed tasks such as weeding
and harvesting [4].

Employment of cameras coupled with advanced machine
learning algorithms for the identification and tracking of crop
rows is one of the main paradigms not only in under-canopy
row following but also in other sub-fields of agricultural
robotics [41, 68, 11, 21, 33] in general. A key strength
of this approach lies in its remarkable adaptability [42];
contemporary machine learning models are capable of being
trained to recognize and adjust to numerous crop types and row
configurations. Particularly, image segmentation [16, 10, 29]

and object detection [61, 25] capabilities are of utmost im-
portance for successful under-canopy navigation where the
system cannot rely on GPS signals. However, this family of
techniques faces challenges with dynamic lighting conditions
and demands substantial computational resources to process
and analyze visual data, which is limitating for field robots
[58].

III. SYSTEM DESIGN

Figure 2 provides an overview of our proposed keypoint-
based under-canopy navigation system. The perception system
takes the RGB images from the low-cost camera on the robot
as input and outputs three heatmaps. These heatmaps corre-
spond to the three semantic keypoints of interest - vanishing
point, left intercept point and right intercept point. The confi-
dence check module uses a heuristic based on the variance of
the vanishing point heatmap to check for anomalous scenarios
not seen during training. Heading and lateral distance of the
robot relative to the crop rows is calculated from the heatmaps
using the camera intrinsics and roll estimate from the inertial
measurement unit (IMU) if the confidence check is passed.
A Model Predictive Controller (MPC) uses the calculated
heading and lateral distance, and solves a constrained cost
optimization to find the optimal linear and angular velocity to
track the reference. We describe these modules in detail below.



Fig. 3: Calculation of heading and distance ratio from keypoints is illustrated here. We use the roll estimation from IMU and
calculate the heading angle ϕ from the horizontal offset of the vanishing point from the principal point. The distance ratio is
calculated from the ratio of the intercepts of the left and right crop row lines dL/(dL + dR) after correcting for roll, pitch,
and heading.

A. Robot Platforms

We use two under-canopy robot platforms - Terrasentia and
Cover Crop Robot (CCR) manufactured by Earthsense Inc.
in our experiments. Terrasentia is a compact under-canopy
robot developed for crop monitoring and high-throughput
phenotyping applications. It has a Raspberry Pi3 to interface
with motors and sensors such as IMU, wheel encoders, and
GPS. It also has an NVIDIA Jetson AGX Orin computer
to which we connect the camera and run our navigation
modules such as keypoint-based perception and MPC. The
control commands from MPC are communicated through the
Pi3 to the motors. CCR is an under-canopy robot developed
for cover crop planting applications. It has a wider base than
Terrasentia to support the load of cover crop seeds. It has
a similar sensor interfacing and communication architecture
as Terrasentia but uses an Intel NUC 11 computer to run
the navigation modules. It also has multiple low-cost cameras
mounted on the robot to be robust to occlusion from leaves
commonly encountered in these under-canopy settings. Since
Terrasentia is a compact robot, we use this as our development
platform and we performed our field experiments comparing
CropFollow++ and CropFollow on this robot. We deployed
CropFollow++ on large-scale on multiple CCR robots.

B. Perception with Semantic Keypoints

Our perception system is a fully convolutional network
with U-Net [48] like encoder-decoder architecture. We use a
ResNet-18 [23] based encoder and a decoder with bilinear up-
sampling and convolutional layers. This network is trained to
output three 2D heatmaps corresponding to the three semantic
keypoints of interest for this task namely the vanishing point,
left intercept point, and right intercept point as shown in Fig
2. A spatial softargmax operation is applied to each of the
three heatmaps to get the three semantic keypoints of interest.
Our output heatmaps are 1/4th in spatial scale compared to
the input image.

C. Heading and Lateral Distance Calculation from Keypoints

Figure 3 explains the process of calculating heading and
distance ratio from the predicted keypoints. Using the roll
angle estimation from IMU, first, the 3 keypoints are rotated
along the roll axis. Then using the focal length f of the

camera and the vertical offset of the vanishing point after
roll rotation from the principal point PP of the camera, we
calculate the pitch angle as arctan(y/f). After applying the
homography to the keypoints to correct for the pitch angle,
the heading angle is calculated using the horizontal offset x of
the vanishing point (after pitch correction homography) from
the principal point as −arctan(x/f). Another homography
is applied to the keypoints to correct the heading angle and
the distance ratio is calculated using the intercepts of the
transformed crop row lines with respect to the horizontal
axis along the bottom of the image d = λdL/(λdL + λdR).
The lateral distance is calculated from the distance ratio by
multiplying with the known perpendicular distance between
the rows of crops in the real world. In addition to calculating
the heading and distance ratio, we also define a confidence
check similar to [55] based on the variance of the vanishing
point heatmap.

confidence = sigm(3 ∗ tanh(5 ∗ (1− σ
5∗σvp

)))

Here sigm refers to the sigmoid function, σ = 1e− 5 and
σvp refers to the variance of the vanishing point heatmap.
We apply a threshold of 0.5 and classify all instances of
confidence < 0.5 as outliers. We also use a heuristic check
based on the known information about the distance between
the rows and the camera calibration by computing the upper
and lower bounds of pixel locations for the intercept keypoints.
These checks help improve the robustness of CropFollow++ to
outliers in keypoint model prediction.

D. Model Predictive Controller

To accurately follow the middle of the crop row by using
the predictions from the presented neural network model, we
design a model predictive controller (MPC). We chose the
MPC as the controller because it can handle a non-linear
model, as well as deal with the constraints on the motors’
maximum speed. For this purpose, we use Eq. (1) to represent
the robot’s kino-dynamic model, where xk represents the robot
states composed by the 2D position (pxk

, pyk
), and the heading

angle θk. vk and ωk are the linear and angular input velocities,
accordingly, that can also be represented as the single input
vector uk. This model is a modified unicycle model, with the



addition of the coefficient ν, which can be understood as a
constant friction coefficient used to better represent a skid-
steer robot. The value of ν is estimated from data and tuned
to provide better navigational performance.

xk+1 =

pxk+1

pyk+1

θk+1

 =

cos(θk) 0
sin(θk) 0

0 ν

[
vk
ωk

]
(1)

As illustrated in Figure 2, the Keypoint Perception module
generates a straight reference path that represents the middle of
the row to be followed by the robot. This path is transformed
to a state/control trajectory by sampling N + 1 points at a
sampling time ts from this line with constant speed v, starting
from the closest point to the robot’s geometric center. The
created trajectory is composed of tuples (xk, uk), with k ∈
N, where the heading angle θ is the angle of the line, v is
the desired speed, and ω = 0. In this work, we provide an
improvement over [49] by adding the linear speed as a control
parameter. In [49], only the angular velocity was controlled,
however, the addition of the linear speed as a control parameter
adds the capability of decelerating the robot to perform sharper
turns, which increases the responsiveness of the system.

We choose an optimization horizon N +1 ∈ N and positive
definite matrices Q, QN , and R to define the cost function
expressed in Eq. (2). The matrix Q is responsible for weighting
the trajectory error across the horizon, with QN being the
terminal weight corresponding to the terminal cost. The matrix
R weights the control actions and is responsible for making
them follow the desirable action values ur

k. Increasing Q over
R increases the reactiveness of the system while increasing R
over Q provides a damping-like behavior.

The following finite horizon optimization formulation is
solved to obtain a sequence of control actions uk:k+N

min
uk:k+N

k+N∑
i=k

{
||xi-xr

i ||2Q + ||ui-ur
i ||2R

}
+||xk+N+1-xr

k+N+1||2QN

(2)

such that, at every iteration, the optimization framework is
subject to the constraints uk ∈ U, where U is the set of
velocities that are achievable by the motors in our robot. The
first element uk is used as the control action applied to the
motors to make the robot follow the reference path, as shown
in Figure 2.

IV. DATASET AND MODEL TRAINING

A. Dataset

We used the dataset from [49]. This dataset contains 25,296
labeled images with vanishing line labels from various growth
stages of corn in different lighting conditions. However, this
dataset does not contain images from the very late season when
the corn plants are brown in color and more frequent occlusion
of the camera. Hence we collected and annotated an additional
2,977 images from very late season conditions. This combined
dataset of 28,273 images was used to train both our proposed

Fig. 4: Samples of images representing the diversity of the
dataset. Our dataset includes all growth stages from early-
season corn to very late-season corn and also with large
variations in lighting conditions and soil appearance.

keypoint model as well as CropFollow baseline [49]. Fig 4
shows a sample of the diverse field conditions represented in
the training dataset. Note that from the vanishing line labels,
we calculate the three semantic keypoints - vanishing point, the
intercept of the left crop row line with the bottom of the image,
and the intercept of the right crop row line with the bottom
of the image whereas CropFollow [49] calculates the heading
and distance ratio of the robot relative to the crop rows to
train the model. We used a dataset split of 82% training and
18% validation. These 28,273 images were from 54 unique
videos and while splitting the dataset we ensured all images
from a video were assigned as either training or validation
data without mixing.

B. Model Training

Our labeled dataset represents the three semantic keypoints
as discrete pixel locations on the image. During training, we
define a 2D Gaussian distribution with variance σ = 1 for each
semantic keypoint centered around the ground truth keypoint
pixel. Note that the input RGB image to the network is of
size 320 × 224 whereas the output heatmaps are 1/4th the
dimension of the input image i.e. 80 × 56. The 2D Gaussian
distributions that we create as label heatmaps are also of the
same dimension 80× 56. We use a U-Net [48] like encoder-
decoder architecture with a ResNet-18 [23] based encoder
that is pre-trained on Imagenet [32] and a decoder with
bilinear upsampling and convolutional layers. We used KL
Divergence loss and trained this network for 50 epochs with
a learning rate of 1e-4. Blur, color jitter and horizontal image
flip augmentations were used. With KL Divergence loss on
the validation set as the model selection criteria, we chose the
model checkpoint trained for 17 epochs which had a mean
validation loss of 0.000783.

We train the direct affordance prediction architecture of
CropFollow [49] on the same dataset as our proposed method
to use as a baseline. In [49], two separate convolutional neural
networks were used to predict heading and distance ratio. We
found that by normalizing the heading prediction in the loss
function, both heading and distance ratio can be predicted



using a single convolutional neural network without a drop
in accuracy. We use a Resnet-18 [23] backbone pre-trained on
Imagenet [32] followed by three fully connected layers. L2
loss on normalized heading prediction and distance ratio was
used and the network was trained with a learning rate of 1e-4
for 50 epochs.

V. OFFLINE EVALUATION AND COMPARISON WITH
BASELINES

We discuss the prediction outputs of a classical and a
learning-based segmentation method on different images from
our validation dataset and show a comparison with our seman-
tic keypoint representation. We also evaluate the performance
of a foundational model for navigation [50] on our under-
canopy data and show the visualization. For quantitative eval-
uations, we compare our semantic keypoint representation in
CropFollow++ with the end-to-end perception representation
from CropFollow [49] in terms of mean and median L1 error
in heading and distance ratio prediction.

A. Qualitative comparison with baselines

1) Segmentation methods as baseline: Prior works in
vision-based agricultural navigation in row crops such as corn
are primarily focused on over-canopy applications. A common
approach in such cases is to use a color segmentation module
to mask the plant pixels from the background and a line fitting
module on the mask. However, the visual appearance of the
image from under the canopy is significantly different. In an
over-canopy viewpoint, there is no occlusion of cameras and
multiple crop rows are visible as clear lines in the image
but in under-canopy environment only the two crop row
lines are in the field of view and frequent occlusions are
encountered. We qualitatively compare the semantic keypoint
predictions of CropFollow++ with a classical color-based seg-
mentation method (index called ExG commonly used for plant
segmentation [39]) as well as the state-of-the-art learning-
based segmentation method [30] to illustrate that pixel-wise
segmentation of the scene as an intermediate step is not
useful for the task of under-canopy navigation (Figure 5.
Though segmentation could be helpful in directly identifying
the traversable triangle in a clean field during the early growth
stages of the crop (in the first column in 5), it is not useful
at all in the large majority of scenarios encountered in under-
canopy navigation as illustrated in rows 2-4 in Figure 5.

2) Foundational model for navigation as baseline: We
show visualization to illustrate the performance of a founda-
tional model for navigation [50] trained with large indoor and
outdoor navigation datasets in generating collision-free paths
in this environment. The model was trainined in a variety
of emboddiments to provide transferrability to new robotic
platforms in a zero-shot manner. We tested the trained model
without further finetuning and evaluated in an under-canopy
dataset that corresponds to the same environment for which
we developed CropFollow++.

As we demonstrated by Figure 6, the generated trajectories
cannot correctly identify the crop row, generating trajectories

that intersects the plants and would cause the robot’s failure.
Furthermore, NoMaD does not meet the necessary speed to
be deployed on a high speed robot, since it ran at no more
than 2 Hz on a laptop computer with a RTX3060, compared
to CropFollow++ running on a Jetson AGX Orin at 30 Hz.

B. Quantitative evaluation of heading and distance ratio error

Our quantitative evaluation in Table I shows the L1 er-
ror in heading and distance ratio for the semantic keypoint
representation proposed in CropFollow++ and the end-to-end
perception architecture in CropFollow[49]. Note that both
CropFollow++ and CropFollow were trained with the same
training set and data augmentations with the only difference
being the model architecture and the output representation.
We also indicate the metrics for a trivial baseline that always
predicts the median heading and distance ratio of the training
set. We show the metrics for the entire validation dataset of
4873 images (in the first row of Table I, a subset of this
dataset in which the data was obtained by manually driving in
a zigzag manner to ensure large variations in the viewpoints
in the dataset, and a subset representing data from fields
with uneven terrain (roll > 0.05 rad). The semantic keypoint
representation in CropFollow++ significantly outperforms the
direct prediction of heading and distance ratio from Crop-
Follow in terms of median error in all cases. The difference
is more significant in the challenging cases with the zigzag
subset and uneven terrain subset. The difference is lesser
in the case of mean error in the entire dataset because of
the presence of outliers in the dataset. Since the keypoint
heatmap predictions of CropFollow++ are spread out in case
of outliers, calculating spatial softmax results in large values
for heading and distance ratio compared to CropFollow. But
note that during field operation, our heuristics based on the
variance of the heatmaps and the geometry of the triangle
enable rejection of such outlier predictions. Results from Table
I show that CropFollow++ outputs more accurate estimates of
row geometry compared to CropFollow.

VI. FIELD EXPERIMENT RESULTS AND DISCUSSION

A. Comparison of CropFollow++ and CropFollow

We conducted field experiments comparing the navigation
performance of our proposed system CropFollow++ with
CropFollow using a Terrasentia robot shown in Figure 1.
By CropFollow, we only refer to the end-to-end perception
architecture that directly predicts heading and distance ratio
from images. Otherwise, we ensure every other module in the
navigation system remains the same for a fair comparison of
the effect of perception representation on navigation perfor-
mance. The same MPC controller that solves the constrained
optimization problem to control linear and angular velocity
was used in both cases. The objective of these comparative
field experiments is to show the significantly improved navi-
gation performance with the keypoint representation proposed
here compared to end-to-end perception representation and so
we used our compact development robot Terrasentia for these
experiments.



Validation Dataset Model Heading Error (in ◦ ) Distance Ratio Error

Mean Median Mean Median

Entire Dataset
(4873 images)

Baseline 5.17 4.02 0.085 0.071
CropFollow 1.27 1.12 0.042 0.035

CropFollow++ 1.2 0.66 0.044 0.026

Zigzag trajectories
(1576 images)

Baseline 7.41 6.87 0.107 0.098
CropFollow 1.41 1.37 0.042 0.037

CropFollow++ 0.72 0.45 0.026 0.018

Uneven terrain
(213 images)

Baseline 8.87 9.49 0.088 0.074
CropFollow 1.9 1.85 0.041 0.035

CropFollow++ 0.36 0.29 0.025 0.02

TABLE I: Offline comparison of CropFollow and CropFollow++ perception: We report the L1 error in heading (in ◦)
and distance ratio predictions for CropFollow and CropFollow++ representations with different validation splits. The trivial
baseline always predicts the median heading and distance ratio from the training set. CropFollow++ significantly outperforms
CropFollow in both predictions as seen from the median error.

Fig. 5: Top row shows images from our validation dataset representing the different field conditions. The second row shows
the output of our semantic keypoints prediction model. The third row shows the output of color segmentation of the ground
using a classical method. Bottom row shows the output of Segment Anything Model [30]. It is clear from these examples that
the traversable area represented by our semantic keypoints cannot be obtained by just segmenting the scene because of the
challenges posed by occlusion and clutter.



Fig. 6: We tested the foundational model NoMaD [50] with
validation images collected in our under-canopy settings. The
violet curves in the top row images represent the trajectories
corresponding to the control commands generated by NoMaD.
The bottom row shows the output of our semantic keypoints
prediction model on the same images. NoMAD does not
contain useful prior for under-canopy navigation.

The field experiments to compare CropFollow++ with Crop-
Follow were performed in very late season growing con-
ditions when the corn plants are brown in color and the
leaves significantly occlude the robot’s camera. Also, this
was conducted in crop rows planted in an east-west direction
along the edge of the farm because of which there were
challenges due to lighting conditions as well. In addition,
the terrain was slightly tilted from the furrows created during
plowing posing another challenge. A monocular RGB camera
publishing images at 30 Hz was used and the NVIDIA Jetson
Orin computer onboard the Terrasentia robot was able to run
both the semantic keypoint network as well as the CropFollow
network at 30 Hz. The first experiment was conducted with
an MPC reference speed of 0.85 m/s whereas the remaining
4 experiments were all conducted with a reference speed of 1
m/s.

1) Evaluation Methodology: We used the number of colli-
sions and the time taken as the metrics for these experiments.
During the experiment in autonomous mode, when the robot
crashed into or went dangerously close to crashing into corn
stalks, we disengaged autonomy and recorded it as an instance
of collision. Note that during these scenarios, in the absence of
the human intervening, the robot would remain stuck between
the corn plants and so there is no ambiguity or subjective
differences in this metric across humans or various repetitions
of the experiment. Typically, cross-track error with respect
to a GPS-defined reference is used as the error metric in
outdoor navigation experiments. But GPS is not accurate
under the plant canopy and so the number of collisions
is used as the metric in under-canopy navigation literature
[24, 49]. In addition, we also report the time taken by the
robot in autonomous mode for CropFollow++ and CropFollow

in each run in Table II. Since the MPC controller tracks the
specified constant reference velocity, the time taken by the
robot in autonomous mode is an indirect indicator of cross-
track error. Note we calculated this carefully by ensuring the
same start and end points in each run for both CropFollow++
and CropFollow and by removing the time corresponding to
collision and subsequent manual recovery by the human.

2) Results: Table II reports the number of collisions, the
maximum distance traveled without collision, and the time
taken in autonomous mode in each run for CropFollow++ and
CropFollow. In total, CropFollow++ had only 13 collisions
while CropFollow had 33 collisions across all five runs. Also,
individually in each run, CropFollow++ had either the same
or a significantly fewer collisions indicating the robustness
of CropFollow++ in these challenging conditions. In terms
of maximum distance traveled before an collision, CropFol-
low++ reached a longer distance than CropFollow in each run.
CropFollow++ took less time than CropFollow in all the runs
except 1. But note that the reference velocity is lesser in run
1 (0.85 m/s) compared to other runs (1 m/s) so CropFollow is
less affected by the lack of outlier detection and rejection. But
at the velocity of 1 m/s (runs 2-5), CropFollow++ significantly
outperforms CropFollow in all three metrics. All five runs in
total were a distance of 1860 meters and CropFollow++ trav-
eled 143 meters on average before a collision compared to 56
meters in the case of CropFollow. Figure 7 shows a cumulative
histogram of the distance traveled before collision for all runs
normalized by the length of the corresponding run. We use a
normalized distance since one of the runs was of a different
length compared to the other four. This histogram shows that
CropFollow++ had fewer instances of very short distances
and more instances of large distances covered before collision
compared to CropFollow.

Both CropFollow++ and CropFollow were trained on the
same dataset. But the modular perception architecture Crop-
Follow++ and the properties of the keypoint heatmap represen-
tation enable the improved robustness of CropFollow++ com-
pared to CropFollow. The confidence check based on vanishing
point heatmap variance enables us to filter occlusions. The top
row in Fig 8 shows examples of outliers such as occlusion and
end-of-row scenario detected by the large variance in vanishing
point heatmap (indicated by the red color spread across the
image rather than concentrated at a point). In addition, by
using the prior knowledge about the fixed gap between the
rows of crops and the known calibration of the camera, we
are able to create a heuristic that filters outlier predictions
in intercept keypoints that are outside the bounds defined
by the heuristic. The middle row in Fig 8 shows examples
of outliers in the prediction of intercept keypoints that are
filtered by this heuristic check. On average across the five runs,
67.77% of the predictions from the semantic keypoint model
had higher confidence than the threshold and 50.77% of the
predictions are within the bounds of the intercept heuristic.
Note that CropFollow++ does not compute the heading angle
when the vanishing point confidence threshold is not met.
Similarly, when the heuristic bound criterion is not reached



Length of
experiment [m]

Number of
collisions

Max distance without
collisions [m] Total time taken in autonomous mode [s]

CropFollow++ CropFollow CropFollow++ CropFollow CropFollow++ CropFollow

Run 1 420 2 2 412 310 500.1 494.2
Run 2 420 5 8 262 115 415.0 417.8
Run 3 420 2 10 366 165 412.6 416.2
Run 4 180 1 7 170 74 193.6 199.0
Run 5 420 3 6 390 260 413.0 422.2

TABLE II: We conducted 5 runs of field tests and report here the total number of collisions, the maximum distance traveled
without collision, and the time taken in autonomous modein each run for both CropFollow and CropFollow++. Note that
CropFollow++ has significantly fewer collisions, high maximum distance without collisions, and less time taken in autonomous
mode than CropFollow.

Fig. 7: We report a cumulative histogram of the distance
traveled before collision for all runs normalized by the length
of the runs. CropFollow++ had fewer instances of very short
distances and more instances of large distances covered before
collision compared to CropFollow.

for both intercept keypoints, CropFollow++ does not compute
the lateral distance. When both heading and lateral distance
states are not updated, the controller continues to apply the
previous control action. Therefore, though these two checks
provide robustness to occlusions and outlier predictions from
the model momentarily, if those scenarios persist continuously
for several frames, failing to recompute an updated control
action causes the robot to crash. CropFollow only outputs

Fig. 8: The top row shows the anomalous scenarios such
as occlusion and out-of-row detected by large variance in
vanishing point heatmap. The middle row shows cases with
outlier predictions for intercepts detected by our triangle area-
based heuristic check. The bottom row shows accurate model
predictions in challenging scenarios.

point estimates with no measure of uncertainty. State-of-the-
art methods for uncertainty estimation of neural networks in
regression problems require multiple forward passes through
the network and hence are not feasible during real-time
operation. The confidence check and heuristic check together
can be used for unsupervised online domain adaptation using
pseudo-labeling methods.

Another reason for CropFollow++ ’s improved navigation
performance could be attributed to the modular architecture
enabling to use roll estimates from IMU while calculating
the heading and lateral distance. Because of the end-to-end
perception architecture, CropFollow does not generalize well



Fig. 9: CCR navigating between the crop rows. Note the
minimal space available for the robot between the rows.

Fig. 10: CCR Camera Views. CCR has three front cameras
and one rear camera which enables robustness to occlusions
and recovery from crashes.

Fig. 11: Various field conditions in which the cover crop
robots have been tested. Note the variations in crop and soil
appearance, terrain flatness, and lighting conditions.

to terrains with roll variation if not seen during training.

B. Demonstration of CropFollow++ on CCR

We also deployed our proposed CropFollow++ on multiple
under-canopy cover crop planting robots over large distances
and discuss the observed performance, common failure modes,
and lessons learned.

1) EarthSense CoverCrop Robot (CCR) Platform: The
EarthSense CCR Platform is designed for autonomous planting
of cover crops in crop fields. It is equipped with four cameras.
Three of the cameras are in the front, to provide redundancy

Fig. 12: We report the histogram of the distance traveled before
an irrecoverable collision across all the autonomous runs from
three CCRs. Though the majority of the runs are less than 250
m, we show three instances of autonomous runs with more
than 2000 m.

against occlusion. One camera is in the rear to provide capacity
for crash recovery. A snapshot of in-field images from the
front left, front center, front right, and rear cameras is shown
in Figure 10. The CCR is 0.45 m wide, leaving only 0.15 m
of space on each side of the robot in a standard 0.75 m corn
row. Note the gap between the robot and the plants is lesser in
CCR compared to Terrasentia. The CCR robot has an overall
power capacity of 600Wh from two batteries. The power usage
of the robot while operating at 0.9 m/s is 300W out of which
only around 6.5W is attributable to neural network inference.
The vast majority of power usage is attributable to the wheels
which are responsible for carrying a heavy load (up to 100kg
when fully loaded with cover crop seeds).

2) CCR Autonomy Protocol: Multiple CCRs were config-
ured to run CropFollow++. All four cameras were calibrated
using Kalibr [14]. The front three cameras were calibrated
as a multi-sensor system, with estimates of relative poses
between the sensors provided by the calibration procedure.
These pose transforms were used in sequence with the robot
pose to provide more precise estimates of heading and side
distance per camera.

To achieve long-range autonomy with minimal human in-
terventions, we also configured the CCRs to dynamically
switch between a forward row follow mode and a reverse
crash recovery mode [19]. We implemented a proprietary crash
detection method based on odometry data. When a collision
was detected by this method, the robot would stop, and then
execute the autonomus crash recovery procedure by running
CropFollow++ on the rear camera for a fixed time and then
switch back to the front camera . During row-follow, the CCR
ran keypoint detection, heading estimation, and side distance
estimation independently on the three front cameras. These
outputs were fused, and then fed into the waypoint generation
and MPC controller. During crash recovery, the only difference



(a) Farm 1

(b) Farm 2

Fig. 13: Trajectories of CropFollow++ deployed in three CCR
in two different farms.

was that the CCR ran keypoint detection, heading estimation,
and side distance estimation only on the rear camera, and the
waypoint generator provided a backward target path. Fusing
the predictions from multiple cameras improved the robustness
of the system. Note that in CCR deployment, heuristics that
check the confidence of the vanishing point heatmap and the
area of the triangle formed by the crop row lines were not
used.

3) CCR Field Testing: We did extensive autonomy runs on
three CCRs, many of which were done while actively carrying

a heavy covercrop payload and planting covercrop. We ran our
experiments at 0.9 m/s for row follow and 0.4 m/s for crash
recovery. Experiments were run in a variety of plant growth
stages and weather conditions, as shown in Figure 11. The
majority of corn rows we tested on were of length 200 m or
less, which the robot almost always completed autonomously.
At the end of each row, the robot was manually turned to enter
another lane, where it then resumed autonomous navigation.

4) CCR Autonomy Results: Since the CCR robot used
autonomous collision detection and recovery systems, we
report two metrics relevant to that namely the number of
collisions and the number of irrecoverable collisions. Note that
only in case of irrecoverable collisions, human intervention is
needed whereas in other cases robot recovers autonomously
from collisions. Due to the limited length of corn rows,
a full estimate of distance between irrecoverable collisions
is provided by adding together the lengths of sequential
autonomous runs. By this metric, we achieved an average of
767 meters between irrecoverable collisions across the three
robots we evaluated, and a best-case scenario of 3571 meters
before an irrecoverable collision (Fig 12). These statistics were
generated across 25315 meters of autonomy. In total, there
were 109 collisions during CCR deployment out of which the
robot successfully recovered autonomously in 75 cases. 34
collisions were irrecoverable and needed human intervention.

5) Analyzing Failure Modes: We analyzed the interventions
and established a classification schema for causes of autonomy
failures. This classification schema consists of the following
failure modes.

• Vision Keypoint Error - These failures were caused by
errors in our autonomy algorithm during relatively normal
conditions.

• Physical Robot Failure - These failures were caused by
physical failures in the robot, such as motor failure or
excessive mud accumulation on the wheels.

• Corn gap - These failures were caused by sudden long
gaps in the corn on one or both sides. This typically
confused the probability map for at least one keypoint,
leading the algorithm to be confused as to which row was
the true left or right row.

• Bad start - These failures were caused by a severely
suboptimal initial pose of the robot relative to the corn
rows. The pose of the robot was too severe to be corrected
even with perfect perception.

• Weeds and Occlusion - These failures were caused by
objects such as weeds physically blocking the robot, or
occluding the cameras. Occlusion would make it impos-
sible to directly perceive one or more of the keypoints,
confusing the network. In addition to causing occlusion,
the weeds would also sometimes physically impede the
robot.

• Bumps - These failures were caused by bumpy terrain
and ground obstacles that significantly jolted the robot.
In these cases, typically the heading of the robot spiked in
one direction, making it difficult for the robot to recover.

• Planting error - These failures were caused by plants



Fig. 14: Keypoint Detection in Action: Here we show three randomly sampled images from CCR deployment with keypoint
detections. Left: Raw images from the CCR front camera. Center: Visualizations of the heatmaps for the vanishing point
(red), the left point (green), and the right point (blue). Right: Visualizations of the keypoint outputs and the extracted vanishing
lines, computed as the argmax of each heatmap.

that were erroneously planted in the middle of the gap,
instead of in the plant row lines. This is unusual and
unexpected behavior in corn. Planting errors would both
confuse the vision keypoint model and act as a physical
barrier that the robot struggled to overpower.

Examples of some of these failures are shown in Figure 16.
A summary of our failures according to this schema is shown
in Figure 15

6) Key Takeaways from CCR Deployment:

• CropFollow++ shows promise as a key part of solving
full-field under-canopy autonomy in agriculture. Our ex-
periments show that row follow is very nearly solved in
normal situations, and that achieving full-field autonomy
would require improving robot hardware and enabling
CropFollow++ to handle anomalies encountered due to
domain shift such as gaps in the crop rows, presence of
weeds, occlusion, and planting errors. Future work could
focus on developing a semi-supervised offline learning
and self-supervised online learning system to tackle do-
main shift.

• Furthermore, the vision keypoint method provided in-
terpretability of success and failures. Visualizations of

Fig. 15: We show the distribution of various causes of CCR
autonomy interventions.

the keypoint probability maps are key to deducing how
and why various anomalies can cause interventions. We
have observed qualitatively that the most reliable vision
keypoint estimates tend to come from the cameras closest
to the center of the row since they are more represented in
the training dataset than other viewpoints. This suggests
that more images from other viewpoints are needed in



Fig. 16: Examples of challenging environmental conditions. Top: An example of a corn gap that led to an autonomy
intervention. The keypoint network is confused by the gap and mistakes the neighboring row on the left for the current left
row. Center: An example of an occlusion event that led to an autonomy intervention. None of the true keypoints are visible
in the image. Bottom: An example of weeds covering the soil which led to an autonomy intervention. The keypoint network
is unable to determine the keypoints.

the training dataset to improve the robustness of Crop-
Follow++.

• Currently, CropFollow++ only considers the argmax val-
ues from the heatmaps as keypoint locations to calculate
heading and distance. Other sophisticated heuristics that
look at all the clusters in the heatmap would help improve
performance in cases such as in the top row of Fig
16. Also, currently CCR pipeline fused predictions from
multiple cameras with a simple average. Incorporating
the heuristic checks discussed in III while fusing the
predictions could also be helpful. In addition, fusing
temporal information from multiple inexpensive sensors
such as IMU, wheel encoders and magnetometer using
estimation techniques could help improve the heading
and distance estimation and thereby the robustness of the
system.

• We found that correcting for the robot’s roll was among
the most important refinements we added. The robot’s
estimation of side distance is sensitive to robot angles,
particularly the roll parameter. Adding in this real-time
correction was critical to securing performance on rows

with non-level ground.
• We also found that precise calibration was essential to

successful row follow, particularly the estimation of the
principal point. Our cameras were cheap and did not
come with pre-computed calibration, requiring us to find
a separate solution. Any error in the principal point would
appear as a skew in heading estimation and could lead to
frequent crashes.

• The results we achieved for CCR autonomy could not
have been achieved without the implementation of crash
detection and recovery modules. Many times we would
crash due to an anomaly or vision keypoint error, and then
recover and resume without a problem, having success the
second time we encountered the anomaly. Row follow
paired with crash detection and recovery will be a key
part of solving full-field autonomy.

VII. CONCLUSION

We presented an empiricially robust vision-based under-
canopy navigation system with semantic keypoints called
CropFollow++ that is more modular and interpretable than



prior work CropFollow. In our field experiments in challeng-
ing field conditions, CropFollow++ significantly outperformed
CropFollow in terms of the number of collisions (13 vs.
33). We also deployed CropFollow++ on multiple cover crop
planting robots over 25 km in various field conditions. These
experiments and our follow-up analysis have provided several
lessons for future work.
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